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Abstract

A powerful dynanical technique to compule precise
GPS satellite orbits for the P'AA real-tilnc Wide-
Area Augientation System (WAAS) has been cval-
nated. The dynamical technique estimates GPS satel-
lite states from along history of measurements, which
are related estimate through precise models of satel-

lite dynamics. This contrasts with nondynamical tech-
niques, in which aniuverted form of the navigation fix
solution yields the instautancous position of the satel-
lite, without introducing dynamical information. The
dynamical orbit determinationmethodnot only yields
much more accurate and robust orbit solutions, it en -
ables complete separation of orbit and satellite clock
errors Results withreal data show that a nctwork
of 12 monitor stations distributed over the continental
11 .S. «nd Canada, producing dual frequency pscudor-
ange data, yiclds orbit accuracies of bet ter than one
meter within the service voluine, as compared with the
JI'], precise cphemerides. This isabout a factor of 6
improvem ent over the broadeast ephem arid og,

In a WAAS simulation the dynamical orbit estima-
tion technique p rod yeed the mmost accurate user re-
sults. Over the 30 siimulated users, the mean of the
eastern, northern and vertical components of the users’
standard deviations were .13 cimn cast ; 5.36 can north;
and .15 e vertical. This represents the orbit and
clock cor nporier s of the user position crror. No la-
tency, tropospheric, or User nmicasurcinent errors are
included in the simulated user ranges (alt hough miea-
sureinent errors were Of course presentinthe data used
to compute the orbits). A comparison with the results
obtarned with the broadcast and non-dynamical orhits
ispresent cd.

Thie dynaimical orbit estimation process, the slow cor-
rection gencration, and its broad cast can be done in
2.5 seconds. Real-time perforinance of the dynamical
orbit estimation is casily achicvable in a WAAS sce-
nario.

1 Introduction

The YFederal Aviation Administration (FAA) is cur-
rently developing @ GPS-based navig ation system that
i s intended to hecome the primary navigation aid
for commercial aviation during all phases of flight -

including Cuategory 1 precision approach. This revo-
lutic mary navigation systan will be based on the con-
cept of WADGPS (Kee 1993). Called by the FA A
the Wide-Arvea Auginentation System (WAAS), it will
makeuse of a network of 201030 Wide-area Reference
Stations (WRSs) dist ributed throughout the National
Airspace System. These reference stations will collect
psendorange and atmospheric ncasuremenits, and will
send them to one, or perhapsnore, \4'idc-area Master
Stations (WM Ss). The WMS will process the data to



provide aveclor correction for cach GPS satellite. The
veetor correction Will include as separate components
the GPS ephemeris errors, satellite clock bias andiono-
spheric delay estimate. The FAA distinguishes two
kinds of corrections: a slow correction and a fast cor-
reclion. The slow correct 1on contains, ag 1ts name indi-
cates, the slowly varying errors  the ephemeris error.
Due to its slowly varying nature, this error nced be
transmitted only every bininutes. Onthe other hand,
the satellite clock error is quickly varying in nature
ducto SA  anddemands a faster correct ion rat ¢, on
t he order of one correclionmessage every six scconds.
I'he corrections will he sent to the users by means Of
a Geosynchronous Bart h Orbit (GEO) satellite using
a signal and data format designed by RTI'CA ! Special
Committee 159, The WAAS is expected to provide
supplementalradio navigation by the year 1997, and
eventually to b ec ome the primary systein of naviga -
tion. The system will add to the current GPS systein
the following features: a ranging function that will
improve availability and reliability; diflerential GPS
corrections that will nmprove accuracy; and integrity
monitoring that will enhance safety. ‘I'o mecet the re-
quirements associated with a primary navigation sys-
tem, WA AS should be able to provide fault-free posi-
tion fix with a tit ne availability of 0.999 for Calegory
1 app roaches, aud 0.99999 for domestic en route, ter-
minal and non-precision approach phases of flight.

Scction 2 describes dynamical orbit deterinination and
assesses {he accuracy of the GPS ephemeris obtained
using this technigue. Section 2.3 presents the user po
sitioning accuracy obtainedin a WAAS scenario sim-
Seetion 3 discusses the advantages that a
dynamical orbit determination introduces over non-
dynamical techuiques. The real-tlilllc aspeets of ady -
nanical orbit deterimination techimique are mentioned
in Section 4. The con clusions are drawn m Seeti on b.1.

ulation.

2  Dynamical Orbit Determina-
tion

By dynamical orbit determination we refer Lo a tech-
nique that computes precise satellite orbits from a col-
lection Of measurements that are related to the satel-
lite states by precise dynamical models that carefully
deseribed the orbital motion of the satellite. The re-
lationship between satellite states and observables are
non-lincar in nature, The commonly implemented sta-
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tistic al estimation technique requires linear relation-
ships between states and observables; therefore, the
cquations describing the motion of the satellite are lin-
carized with respect.a notmnal trajectory.
Lo
2.1 State vector, numerical propaga-
tion models anti orbit estimator

Our solutions for the GPS ephemeris are iplemented
i a software set refed to as Gipsy/Qasis11 (GOA
11). “T'he filterimplementation is a Square Root Infor-
mation Filter (SRIF) which yields increased nuineri-
cal gtability compared to non-square root implementa-
tions (Cf. Bierinan (1977), Wuet a. (1900)). If there
arc 110 numerical problems it is equivalent to other
Kalian implementations.

Whensolving for GPSephemeris errors, our state vee-
tor consists of a GPS ¢poch state, GI’S clock, station
troposphere, and station clocks, One station clod is
held as reference. St ation tropospheres are treated as
random walks. We use 3(l hours data arcs in the so-
lutions represented in this paper. The epoch state for
GPS refers tothe positionand velocity at the begin-
ning of the 30 hour are for GPS.

Yor t he dynamical ecphemeris solution no process noisc
is added to the GI’S epoch state(position and veloe-
ity). ln arcal time implementation, the filter would be
slightly modified to work a current state rather than an
cpoch state and a simall amount of process noisc would
be added to the current state to account for imperfect
dynamics when the arclength was long compared to
the accuracy of the dynamic model. Vor the tests here,
no process noise o11 the state IS necessary due to the
Snort ‘30 hout data arcs.

For the non-dynamical ephetneris adjustiments, an ac-
celeristion vector is added to the filter state for cach
GPS with a white noise update at each mecasurement
time. The amount of noise at ecach nmecasurement time
is so large that the position solutions for GPS arcun-
correl ated

A s the dynamical model inproves,less process noise
is necessary on the GPS current st ates ina real time
itnplanentation. Smaller process noise means that you
gel to average out other error sources using dynainics.
Here we use the curient. state of the art GPS dynamical
modc Is whichinclude:

« A12 x 12 expansion of the JGM-3 gravity model
(Watkins et al. 1994).



« 'Third-body effect for the Sun and the Moon only
(Newhall, Standish & Williams 1983).

« No relativistic gravitational perturbation.

. Solid Earth tide (Wahr 1981) and occan tide
(Neremn 1994) models .

« Direct solar radiation pressure model (Fliegel &
Gallini 1992).

. No Earth albedo perturbation.

« No Atmospheric drag perturbation.

2.2 WAAS dynamical orbit determina-
tion results

A network of tracking stations was sclected across the
continental U. S, and Canada (with the exception of
Bermuda) (see Fig. 1 and Table 1). These tracking
stations, that represent the Wide-Area Remote Sta-
tions or WRSsin a WAAS network, belong to the
JPL global network of GI’S reccivers and arc equipped
with J 1'1, Turbo-Roguc receivers. From these stations
“real” carrier-smoothed pscudorange measurements 2
were collected thirty scconds apart during a period
of thirty hours on Janary 10, 1995. T'he estiination
method selected was the one that iimplements numneri-
cal propagation of the dynamicalimodels together with
aposition-velocily state vector as describedin Sec. 2.1.
The tropospheric delay error was not estimated; mits
place, the estitnated values obtained fromthe JPL pre-
cise epheinerides were used #. The initial spacceraft

state was taken from the results of the precisc orbits
1

27)e IPL Turbo-Rogue receivers g peady output carrie -
smoothi pscudorange, saving one step in the data processing.

3T'his was done in anticipation of the user positioning simula-
tion presented in Sec. 2.3, In this shimulation, the measurements
are genierated using t he precise 111, ephemeris. Thic use of the
same tropospheric estimates in botl | the orbit estimation pro-
cess and the user positioning simulation assurcs a perfect can-
cellation of the troposphieric delay bias that although of great
importance, is not the main interest of this rescarchy,

“Of course this catimot be done in the real- time application,
however in the worst case, one could always start the orbit es-
timation process with an initial state based on the broadcast
cphemerides that are always available. Also, the use of @ccurat,
dynamical models permits the propagation of the orbits when
new mecasurement s are not avail able; inthe case of the JPL pre-
cise ephemerides, the orbital errors remain under one meter even
wlhien propagated three days ahcad without incorporating new
observalions.

2.2.1 Comparison with the JPL precise orbit

Anindication of the accuracy of the esthimated orbit
is to compare the results wit h another estimated orbit
knowr, to be more precise. In this case theresults of
the GP’S orbits for January 1o, 1995, obtained with the
WAAS network were compared with the J]'], precise
GPS orbits  with a 3-1) 16 accuracy of 20 an (Zumn-
berge et al. 1995). T able 2 shows the RM'S differences
between the orbits over the service arca of the WAAS
network inthe radial, long-track, and out-of-planc or-
bital components. Carrier phase measurements would

{ The WAAS Dynamical Orbit Accmaq I
[()11)11 com]»on(m! Accuracy (i, 10) I

Radial 0.65
Cross-t1ack 0.75
Long-track 1.6

Table 2: The WA AS dyanamical orbit accuracy. The
accuri ey is established as the difference between the
orbit estimated using the WAAS stations and dynam-
ical information and the JPL precise orbit over the
scervice area of t he WA AS network.

undoubtedly iinprove the solution (Yu nck et al. 199 u) /

but thiey should not be used according to the WAAS |
specifications (FA A 199 4). Post-process smoothing of
the resulting orbitis notsuitable for a real-tiltlc appli-
cation.

)

2.2.2 Comparison with the broadceast orbit

The dynamical orbit generated with the WAAS net-
work shows a fourfold improvement over the hroadcast
orbit. The broadcast orbit for Deceinber 10, 1995, was
differcnced with respect to the JPL precise orbit in the
same manner as before. ‘Jable 3 snows the RMS dif-
ferences between the orbits over t he service area of the
WAAS networkinthe radial, along-track, and out -
plane orbital components.

Given the high quality of the broadcast orbit, we be-
lieve that there are no SA  eflects imposed on them
(Zumberge & Bertiger 1996). HHowever, if SA were to
degrade the broadceast orbits, the need of an indepen-
dent ephemeris source such as the one presented here
would be inperative to maintain the accuracy required

by WAAS.
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Figure 1 The WAAS simulatednetwork.  The WRSs are symbolized with diammonds. Users were placed in the
locations represented by asterisks as well as in the vicinity of the WM Ge with the exception of Bermuda.

[ The ]3roqidcasl Orbit  Accuracy I
[ Orbit cor nponent lAccuracy (m, 10)

Radial 1.7
Cross-track 2.6
1« Long-track 7.4

Table 3: The broadcast orbit accuracy. The accuracy
is cstablished as the difference between the broadcast

orbit and the JPL precise orbit over the service area
of tlie WA AS network.

2.3 The WAAS user positioning simu-
lation

A simulation was conducted to assess the improve-
ment that the dynamical orbit estimation technique
oflerstothe WA AS users. 1 il, nine static users were
distributed (see Table 1) within the simulated WAAS

network depicted in Fig. 1, and additionally, another
clevenusers were placed over twelve of the thirteen (all
but Bermuda) WRSs on the network.

The range observables were created by computing ge-
ometric ranges from the users 10 the GPS satellite po-
sitions as prescribed by the JPL precise ephemieris for
the period of January 9, 1995, 23:59:50 GMT' to Jan-
uary 10,1995, 23: 58:50 GM'I. The purposc of the gim-
ulation was t o assess “Nily the contribution of the orbit
accur acy to the user positioning error after perforin-
ing the slow and fast corrections. NO noise was added
to the gencrated mcasurcments; no ionospheric delays
were included, and furthermore, the tropospheric de-
lay biases were remaoved by using the JPL precise orbit
tropospheric biases for that clay. These atinospheric
biases (especially the jonospheric) together with S/ A
and latency ®, are the dominant error sources, but are

Y A previous study of the latency cffect is reported in Yunck
et al. (1995), Inthisstudy the effect of the user extrapolation of
his/her last fast correctionunder the effect of SA is addressed.




The WAAS Simulated Network
T hype |4 chardD | CGity
WMS & USR | ALBH Albert Head
WMS & USR ALGO Algonguin
WMS BRMU Bermud  a
TWMS & USR | HARV l1a’vest Platform
"WMS & USR | IPLM Pasadcna
WMS & USR | MDOI McDonald
| WMS & USR | NLIB North Liberty
[ WMS & USR | PENT Penticton
[ WMS & USR PIrii « Pic Town
[ WMS & USR | QUIN Quincy
| WMS & USR STIO Saint John’s
WMS & USR | WEST Westford
WMS & USR YELL Yellowknive
USR USRI
USRI USR2
| USR USR3
CUSR USRA
i USR. USRS
USR USR6
- USR USR7
USR USRS
| USR USRY

Stationand User Locations
(16{{]]1]) 7] ],atltudé ((](y_) ],O“gi[‘n(](; ((](\,g)
Canada 48.39 -123.49
Canada 15.96 -78.07
UK [|32.37 -64.70
USA 34.47 -120.68
USA 34.20 -118.17
USA 30.68 -104.0]
USA - 41.77 -91 57
Canada 49.32 -119.62
USA 34.30 - -108.12
USA 39.97 -120.94
Canads 47.60 -52.68
USA 42.61 -71,49
Canada 62.18 -1114.48
USA 40.00" -100,00
USA 40.00 -110.00
USA 40.00 -90.00
CUSA | 40,00 -80.00
USA 30.00 -90.00
USA ~30.00 -80.00
T USA 40.00 -130.00
Gnadl 50.00 -110.00
Canada | * 50.00 -90.00

Table ]: The WAAS simulated network station aud user locations.

not the topic of interest in this study.

To simulate the slow and Tast corrections, the following

steps were taken:

1. Using the previously estimated dynamical orbit
fromthe WAAS nctwork, the satellite position
component of the simulated pscudorange was sub-
tracted. This is the so-called slow correction.
Note that since the orbit gencrated by the WAAS
network and the J1’L precise orbit differ, some
ephemeris error remains. 14 is precisely how this
cphemeris error translates into user positioning
error that is of interest in this simulation. (Recall
that the orbit correction is perforined with real
data.)

2. 'The tropospheric delay values that the JP1. J)re-

The study €OV acludes that (after using different extrapolation
technigues, involving the use of pscudorange and combinations
of pscudorange and phase as well as lincar and quadratic mod-
cls) a lincar extrapolation with pscudorange data alone will not
suflice and suggest the introduction of phase data that inproves
the scatter by all order of magnitude.

cise orbit provided for that day were subtracted
from the ypeasuraments. Since these are the same
valuesthatwentintothe WAAS orbit estimation,
a perfect caucellation took place. This helps to
isolate the epheineris and cioci< errors.

I'he clock biases were estiinated from the meca-
~urel pents once the slow corrections {(and the tro-
posplicric delay biases) were removed. This is the
so-called fast correction, for the satellite clock bi-
ases arc dominated by SA that is fast changing in
nature.

An cstimator was run to cstimate the user loca-
tion. Thie coordinates of the location were esti-
malted as white noise stochastic parameters, cs-
sentially solving for a point positioning at every
cpoch as it would bemore characteristic of a mov-
ing uscr, €g., anairplanc. The standarddeviation
of the point positioning history was computed for
every station along castern, northern and vertical
components. Themean of the standard deviation
of all stations was aso computedinthe castern,

.



northern and vertical components. "T'he typica
VDOTP value was in the order of 1.2

The vertical component is the one of interest, for it is
the hardest to determine and the most stringent ye-
quircnient in the PAA landing category specifications.
Pigure 2 and Table 4 show the standard deviation of
the RMSs of all stations when using the WAAS net-
work dynamical orbit, and, for comparison, the results
when using the broadcast orbit. It can be scen in the
figure, that the WAAS dynamical orbit resulls in a
mean standard deviation of the vertical error of 9.1
em (1o). Tt must be emphasized that these results do
not include the dominant source of error for single fre-
quency users, namely, the ionospherie delay, However,
using ionospheric delay estimation algoritlims such as
the one presented in Mannueei, Wilson & Edwards
(1993) the ionospheric delay can be estimated within
an accuracy of halfl a meter (Mannucei, Wilson &
Yuan 1994). In any event, the WAAS dynamical orbit
considerably Iimproves the user positioning when corn-
pared with the broadcast orbit that has a vertical error
of 38.6 e (10). As Table b shows, the introduction
of dynamical infornation prevents the degradation of
the user positioning on the periphery of the network.
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Figure 2: Results of the WAAS user positioning sim-
ulation. The numbers show the mean standard de-
viation in the castern, northern and vertical compo-
nents of the point positioning history of the siimulated
WAAS users. The results obtained with the WAAS
network generated dynamical orbit (white bars) are
contrasted with the results achieved using the broad-
cast orbit (dark bars).

2.4 Conclusion

The dynamical orbit generated with the shinulated
WAAS network results in user positioning accuracies
that not only exceed the requircients of the FAA
calegory 1 approach, but that are also closer in ac-
curacy to the more demanding category 11 approach.
The mtroduction of dynamical information prevents
the degradation of the user solution in the periphery
of the network as is the case with nondynamical tech-
niques. Finally, the ability of the proper scparations
between clocks and epliemeris errors permits the usage
of the slow/fast. scheme that is demanded in the FAA
WAAS specifications.

3 Improvement Over Nondy-
namical Techniques

T'he dynamical orbit determnination contrasts with the
nondynamical techunique, m which an inverted formn
of the navigation fix solution yields the instantancous
position of the satellite, without introducing dynam-
ical information. 1t also contrasts with a kincinatic
technique (T'sai et al. 1995) in which the first time-
derivative of the satellite position error is also esti-
mated, again without the use of dynamics.

Somec fundamentals of satellite range tracking must be
undarstood to appreciate the superiority of the dy-
nartical techniques. Orbit esthination sensitivity with
differential techniques as well as clock and cphemeris
range bias scparation are among these fundamenta
aspecls.

3.1 Nondiflerential  ane ¢ ifferential

satellite tracking

Figure 3 shows that when a single station tracks a
satellite, the tracking station is less sensitive to along-
and cross-track motion and mostly senscs radial mo-
tion. In the example illustrated in Fig. 4, two stations
differcuce their range measurements to a commonly
viewed satellite. In this case the sensitivity reverses;
now the diflerenced measurements arc not scnsitive to
racdal displaccments (along the bisccting line of the
angle subtended by the satellite and the stations) but
only 1o motion parallel to the bascline. This is proven
mathematically (for the 2-1) case) in Section 3.2.

It is also nnportant to note that when several stations




e WARS Ui Pt
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WAAS Dynamical 513 " l
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joning Summary R esul s |
5.36 9.15
22.2 38.6

Table 4: Results of the WAAS uscer positioning simulation. The numbers show the standard deviation in the cast,
north and vertical components of the RM Ss of the point positioning history of the simulated WAAS users. The
dynamical orbit resnlts are cont rasted with the ones obtaimed using the broadcast orbit

observing a commonly viewed satellite try to solve for
the unk nowns or the system, natnely, the position of
the satellite, its clock bias, and the station clock biases,
two options exist: thefirst one cals for the elimination
of the satcllite clock by diflerencingthe incasurements;
the second calls for omitting one of the station clocks
from the list of unknowns, de facto referencing all the
station clocks to thcone omitted . Thie first of the
approaches has performedan obvious diflerentiation of
the measurer nents, and the second one has performed
an identica differentiationinamore subile way by ref-
erencing al the clocks to areference one omitted from
the solution “. In hoth cases the network of stations is
virtually inscusitive to satellite radial displaceinents,
being able to observe properly transverse motion only.

3,2 The 111)1 {1{; concept

The User Differcutial Range Error (UD RE) is defined
(FAA 1994)as “the 99.9% accuracy of the corree-
tions for the designated satellite, indicating the aceu-
racy of combined fast and slow corrcetions, not illclud-

Both of these approaches are mathematically equivalent
(Wells, Doucet & Lindlohr 1986, Grafare nd & Schaffrin 1986).
Kuang, Schuty, & Watkins (1995 ) show that cstimating the re-
ceiver clock error and eliminating the bias by differencing the
measurciments at cacl 1 mcasurcinent epoch are mathematically
cquivalent, provided that no a priori clock information is used
inthe undifferenced case.

Consider the example in which two tracking stations of
knownpositions obtainrangemecasurement s to a commonly vis-
ible satellite. The system contains five unknowns, namely, the
three components of the satellite position, its clo ck bias and the
two station clock biases. In the second case, the two measure-
ments from stations to satellite are not differeniced, one reference
station is sclected and its clock bias is climinated from the list
of unknowns, This leaves two measureme nis and five unknowns
orabd - 2 = 3 deficiency. In the first case mentioned, the two
measureme nts are differen ced, reducing the numb er of measure-
naents to one, climinating the satellite clock and leaving the
difference between station clocks as anrunk nowrni together with
the satellite position. Again, an ident ical 4- 1 = 3 deficiency
exils

a b
pl” < pﬂmﬁ

Piguie 3: Nondiflerential GPS tracking sensitivity. \
singlc satellite is being tracked by a monitor station
me. 'l he station cannot distin guish between positions
eande (lateral inotion), and can only scrise vertical
motion such as changes from position a to position b.

ing the accuracy of the ionospheric corrections. I'he
cphemeris accuracy component is an’equivalent’ range
accuracy for the worst locationinthe coverage region.”
The combined error duc to slow and fast corrections
will be sialler than the absolute range error from just
the slow cphemeris error (Yunck et al. 1995). The
cphemeris component of the UDRE can be calculated
by computing the sensitivity of the range mecasurement
to the satellite positi on. According to Fig. b, it can be
shown (Yunck et a, 1995) that the sensitivities of the
range 5 with respect to satellite height 17 and lateral
position I, arc given by

(77'}1' h
- - - = cosl 1
o1 Pk O @)




| The WAAS Ut Siinulation Results
North (cm, 1 o)

[ 4 char. 1D | Kast (cn, 1a)
ALGO 4.51
NLIB 4.71
PENT 4.99
P 4.85
USRI 4.45
USR2 3.74
USR3 5.02
USRA4 4.45
USRS 4.90
USRY 5.12
ALBI 4.46
JPLM 5.55
MDO1 5.80
QUIN 4.11-
STI0 “776
USRS 7.69
USRG 6.12 -
USR7 6.85
WEST 5.40
YELL 8.84

(c Vertical (em, 1)
5.39 1,58
1.9 1 360
6.23 9.05
491 9.48
445 ' 5.97
381 | 8.56 i
H44 | 3.6
441 | 5.97
510 7.27
584 345
71T 9.92
520 | 12.4 R
5.56 8.97
524 | 112
948 7.67
55 5.84
573 | 1!
8.00 C13
6.70 357
129 11.5

Table b: R esults of the WAAS user positioning simulation.

The numbers show the RMS in the castern, northern

and vertical €O MPONC yis of the point POSI tioning history of the siraulated WAAS users. The first block Snows the
users inside the network whiereas the secotid block show the peripheral users.

ork d .
N -z sin@, 2
al rk @)
where 0 is the anigle hetween the line of sight ot user
utosatellite kandthe direction of linch.

Siucethe G 1'S satellites orbit at a very high altitude,
the angle 0 is sinall (less than 14 degrees); hencee, the
nondiflerential User Range Er ror (UR1) is more sen-
sitive tochangesinradial position of the satellite than
to along- and cross-t rack changes. However, in the
diflerential case the opp osite is true. That is to say,
the range diflerence between the users v and monitor
stationn (sce I'ig. 6) is more seusitive to along-track
satellite motionthantoradial motion. Mathemati-
cally the sensitivities of the differential ranige are given
(for the 2-1) case) by the difference of the partials of
7k and »F as givenby F gs. (1) and (2). 'T'he maximal
sensitivity of thediflercutial range Ar,

k

i »

Arp = ' Y~ !
to a radial erroroccurs in the configuration depicted in

PFig. 6, where the monitor receiver mis directly below

the satellite and the user v is located a the maximal
distance possible (= 7430 kin). This results in the
anglef = 13.8°. ‘Therefore, the sensitivities of the
differ ential Tange for this worst case arc givenby

oAr G (r)”zz _ 719
Wi o on o [ cos(0) - cos(13.8) |
- (.03 , (©)
(""A'I' (()7'7n E)TU . '
. = - - - o 3 0 - 8 ]38
il ol () [ sin(0) = sin{ )]
0.24. (4)

It ¢ an bescen in this “worst radial sensitivity” case
that the sensitivity to the lateral component of the
ephemeris error IS eight times greater than the radial
component; a 1-m error in the radial ephemeris comn-
pone nl causes @ 3 cin error in the differcntial ratige,
wheieas @ l-merror in the lateral ephemeris comnpo-
nent (along-track) causes a 24-cin error in the differer -
tial range. On the other hand, the worst case for the
lateral sensitivity occurs wher the satellite is tocated
in the mid-point distance between the monitor station
and the user, and the monitor station and the user




IMgure 4: Differential GI'S tracking sensitivity. A

single saterrite is being tracked by a couple of sta-
tions my , 1y that combine their individual range mea-
surcime nts to form a differenti al rarige measurer nent
Ap, . The differential range is insensitive to radial
satellite motion (position change from a to b), and can
Only scnsetransversa1 motion (position change from a
to ¢).

are Jocated at hoth sides of the Earth’s liib as viewed
by the satellite. hii this case a 1-m ephenenis lateral
(along- track) error with a 7420-km baseline between
stations result s 1n 34-a1 n different 1al range error. The
radialand cross-track (in 8-1)) sensitivities would be
zero i s case.

It is an widespread misconception that in WADG PS
only the radialcornponent of the satellite is of interest.
On the contrary, with dynamical orbit estimation, the
radial orbit error will be up to three times smaller
than the horizontal error, hence the radial error will
add (Yunck et a. 1995) less than . tothe ephemeris
component of the UDIRE and can be ignored. Thus
only the lateral (cross-back andalong-track) satellite
crror comin p onentsare Of interest.

3.3 Separation of ephemeris and clock
biases

Another important aspect 0 f the orbit estimation
problein is the weak separation of satellite position
errors and clock errors whenno dynainical in forma-

Satellite K<,, <—j

Earth

Figare 5: Sensitivities of the URY, and UDRYE duc to
radial Land lateral I ephemeris errors.

tionmis used. A station tracking an orbiting satellite
with range measurcments over a period of time can
use the fact that the satellite moves in a dynamically
preseribed orbit 10 measure the period of the orbiting
satellite. This period is related (directly 11 the case O f
a circ ular orbit) tothe orbiting altitude of the satel-
lite. This extra infor mation can be used to determine
what portions of therange bias arc duc to ephemeris
errors versus clock errors. If thesatellite dynamies is
ignored, there is no way of distinguishing both biases,
and only the sum of the two contributionscanbees -
timated. This concept is Hlustrated in Fig. 7.

If 1o dynamies is used, the error ellipsoid of the orbit
deternmination is prolate in the differential mode; that
is, there ismore error inthe radial direction (the di-
rec tion that caniiol be observed) thau in the cross- or
along-track directions. When dynamical information
is incorporated into the problem, the uncertadinty of the
radial componerit of the orbit is readity constrained by
Newtonian motion. Although the radial component jg



I m

Monitor station m

Figure 6: The worse case of UDRY due to radial error
occurs when the monitor station is below the tracking
satellite andtheuser is located at the arth’s Jimmb.

poorly obscrved, it is related to the two other observed
components by dynamical relationships. In tnis (dy -
namical) casc, the ellipsoid error assumes its proper
oblate shape as the results shown in Tables 2 and 3
confirmn,

A's anexercise, anorbit estimation was performed g
ing the WA AS network of stations presenited before.
i this estimation no dynamical information was used,
i.c., the estimation process was bascd purely on geoin-
etry. Againthe resulting orbil was comnpared with the
JPL precise orbit for the sat ne day and the diflerences
plotted. The differences in orbit components (radial,
cross-track and along-track) arc show i in Table 6. It
is clear that the dominant error is 1 the radial direc-
tion, creating the expected prolate ellipsoid error. The
radial comiponent of the orbit has also absorbed some
of theclock biaserrors, for as mentioned before there
is no way to distinguish the ephemeris contribution
from the clock contribution to the FaNge error unless
dynamical information is introduced in the problem.

[NO DYNAMICS | 1 ORBITLATER

o ) -y
(719) @D Ry

[bias = clock+ ephemeris| [bias= clock+ ephemeris|

[ WITH  DYNAMICS | 1 ORBITLATER

e ( ) * fm j
= <g >> [T';known
(o]

[ bias . clock + ephemeris |

[ bias= clock |

Iigure 7: Dynamical vs. nondynamical orbit estim -
tion.

The WAAS Nondynamical Orbit - Accuracy

Orbit component | Accuracy (in,10)

Radial 193
Cross-1rack 38.8
Along-track 437

Table: 6: The WAAS niondynamical orhit accuracy.
The accuracy is established as the difference between
the orbit estimated using the WAAS stations not
using  dynamical information and the J] ', precise
cphemerides overthe service area of the WAAS net-
work

This fact, together with an estimated GDOP (as the
stations are viewed by the satellite) of near 200 with
pseudorange noise of approximately 40 cmn, accounts
for the large orbital error. It can also be appreciated
that when no dynamical information is v s 1, the or-
bit ¢ stiination cannmot propagate accurately the orbit
outside the WA AS net work area.

Another nnportant aspect is that when no dynamical
information is used, it is better to follow the strategy
that the Stan ford University uses, in which epheineris
crrors and ciock blases are solved siinultancously. Al-
thoughthe independent estimates of these parame-
ters are not accurate, the overall pscudorange correc-
tion is very satisfactory as the Stanfordflight trials
show (Walter et al. 1994). In fact, a shmulation shows
that when no dynamical information is used, and a
slow /Tast correction scheme is exercised, the vertical
error (just duc to orbit error) is on the order of 571 cmn




(10) with a noticcable degradation on the periphery
of the network & 'I'his resuit is contrasted in Table 7
with the much better results obtained inthe Stanford
University simulation and fli.gilt {rials (Walt<cr et al.
1994).

The algorithin implemented by Stanford University
in its flight trials inakes use of minimum-norm solu-
tion without a priori constraints in the solution o f
the ephemeris and clock errors (Ceva 1995, I'sai et al.
1995). On the other hand, the Stanford Simulation
presented in Pullen; Enge & Parkinson (1995), that
considers a neiwork that expands over the continen-
talU. S., miakes usc of a priori constraints and also
uses @ Kalman filler implementation. The fact that
when @ WA AS network is expanded from a local ve-
gion (California and Nevada inthe case of the Stanford
network) to the entirety of the continental U, S, demn-
mands the use of riori constraints is in agreement with
the result obtained at J)'],. Suflice to say that when
a priort constraints of a couple of meters are added
to the non-dynamical orbit estimation, the 3-13 RSS
of the orbit error (as compared with the JPL precise
ephemerides) isinthe order of 9meters (that contrasts
with the 3-1) RSS of 200 incters oblained when no a
prioriinformation is used.

3.4 Conclusion

Differential techniques 1osc sensitivity to radial orbit
errors and must usce dynaimical information to recover
properly the missing information from the observed
transverse components. The ephemeris contribution
to UDRE is dominated by the lateral (along-track)
cphemeris errors and not radial cpheineris error. As
mentionedin SCc. 2.3, the ability to separate correctly
clocks audcphemeris errors permits the usc of the
slow/fast, schemnethat is requiredinihie FAA WAAS
specifications. The ability 1o separate these two error
sources adds integrity to thesystem by enabling the
detection of errors incither the estimates of eph cmeris
biases or clock biascs.

4 The Real-Time Aspect

The WAAS must operaten real-tilnc. Inthe case
of the slow corrections, they must be broadcast every
five minutes. That mcans that the corrections must

8Note that the fast correction will always absorh part of the
cphemeris error that is left after the slow correction is applied.

be computed, verificd, packaged and broadcast in less
than five minutes.

Table 8 shows the computational times 0of the com-
plete algorith i presented onan H]" 900 0/755 workst -
tion with a 26- Megaflops (Megaflop per sccond) perfor-
mance. The computational times presented do not in-
clude estimates of the time that the system will require
for datavalidation, verification, andinput/output pro-
tocols.

The assumption in the calculations preser ited are:

1. Orbit integration.

(a) Integration of 24 GPS satellites with the full
model described 1n Section 2.1,

2. Slow correction generation.

(a) 9 state paramcters for cach of the 27 satel-
lites (24 GP'S satellites and 3 G100  satellites)
i.c., position, velocity, clock, Y bias and solar
scale factor.

(b) 2 state parameters for cach of the 24 WRSs
i.e., clock andtroposphericbias.

3. The fast (}scudorange) correction,

(a) 24 GPSsatellites.
(b) 24 WRSs with 12-chianniel receivers.

Computational Times

‘Jask Exccution Time
Integrate 24 orbits for 5 min; < 0.5 sec
Conipute predicted pscudoranges
Slow (5 min) orbit corrections < 1.9 scc
(pscudorange only)
Slow (5 min) orbit correclions <20 Scc

(pseudorange and phase)

1 sce fast pseudorange correction < 50 mscc

Table 8: Computationaltimes on 111" 9000/ 755 work-
station.

It can be scen that the ephemeris prediction and slow
correction calculation take (notincluding data valida-
tion,verification, andinput/ouput protocols) less than
2.5 sceonds. Thus the dynamical orbit estimation al-
goritl m would easily mieet the WAAS tine specifica-
tions.




[ User Positioning Accuracy with a Nondynanical Orbit Estimation

Stanford University

[ 34(1 |

Stanford
[ Simulation (cin, 20) 7]*11ig7]1?1;'717‘71'ia]§77(cn'23?;);I7§i17717)\97]ﬂt.:i0n (em, lo)

UniveSlow /Fast. Correction

N 571

Table 7: User positioning accuracy with a nondynamical orbit estirnation. The Stanford University simulation and
flight trials, in which ephemeris and clock errors arc solved simultancously, arc contrasted with the results of a
sitnulation in which the ephemeris and clock errors are solved using a slow /fast correctionschieme. The Stanford
University approach proves much superior when a nondynar nical o3 bit estimation is implemented.

The packing and transimission times of the correction
message can be based ows the Stanford experience (Wal-
ter et al. 199 4), where the whole R1T'CA SC 159 WAAS
message IS sent in 27 milliscconds.

Finally it is important to note that although the state-
of-the-art models used inthe dynamical orbit estima -
Lion ac very sophisticated, they arc well understood
and the conputational time that they demand easily
mmccts the WAAS specification.

o Summary of Conclusions

5.1  Summary of conclusions

e A ninc-state veclor,i.c., position, velocity, clock
bias, Y bias and solar pressure scaling factor can
accurately characterize the GI’S  satellites.

e A continental U. s. WAAS network can estimalte
G 1'S orbits that are a factor of four better than
the broadcast orbits.

¢ The orbit accuracy improver nents lead to a user
position ing improvement of a factor of four over
the broadeast orbits (excluding nonephemeridal
errors).

o With thcuse of’ dynamics in the orbit estimation
process, the ephiemeris and clock biases ¢a ) be
properly separated, thus acconnnodating the FAA
WA AS scheme of slow and fast corrections.

¢ T'he orbital dynamical models impleincnted per-
mit the propagation of the last orbital estimate,
to alow future predictions without new mecasure-
nients, hours ahlicad (well over 10 minutes) with
little ornoloss of accuracy, This indicates that
perlaps less sophisticated techiniques, whose pre-

dict 1ons would be good only in the 10-minute
range, could be usea 11 a WAAS scenario.

o 'The ability to separaie cphemeris biases from
dock biases adds integrity to the systein by in-
t roducing the capability to detect errors in the
cstimat € of cither paramet cr.

¢ 'he dynamical orbit estimation process, the slow
c orrection generation, and its broadcast caribe
done in 2.5 secon s on an 1P 9000/755 work sta-
tion with a 26-Mecgaflops perforinance. This csti-
mate does ot include the time that the system
will require for data valid ation, verification, and
imput/ouput p rotocols. However, since at least d
minutes arc available rea-tilnc performance of the
dynamical orbitestimation is easily achicvablein
1 WAAS scenario.
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